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Abstract: The conductor-like solvation model, as developed in the framework of the polarizable continuum model
(PCM), has been reformulated and newly implemented in order to compute energies, geometric structures, harmonic
frequencies, and electronic properties in solution for any chemical system that can be studied in vacuo. Particular
attention is devoted to large systems requiring suitable iterative algorithms to compute the solvation charges: the fast
multipole method (FMM) has been extensively used to ensure a linear scaling of the computational times with the size
of the solute. A number of test applications are presented to evaluate the performances of the method.
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Introduction

Solute-solvent interactions can have dramatic effects on molecular
energies, structures, and properties,'”* and in many cases such
effects can be computed very effectively in the framework of
continuum solvation models.>~” In these models the bulk of the
solvent is represented as a structureless polarizable medium char-
acterized mainly by its dielectric constant e. Even when specific
interactions require the introduction of some explicit solvent mol-
ecules, strongly bound to the solute, the continuum picture is still
very useful (and often necessary) to account for long range inter-
actions.

Well-established continuum solvation models exist and are
used in many different fields. They are usually based on polariz-
able dielectrics,>®® which are perturbed by the solute and generate
a suitable reaction field. In addition to such procedures, a conduc-
tor-like picture [called conductor-like screening model (COSMO)]
was presented some years ago that was developed by several
researchers.””'*> The conductor-like and the dielectric pictures
coincide when & — +, that is, for very polar environments, while
the former becomes less accurate for low values of the solvent
dielectric constant. On the other hand, in the conductor-like ap-
proach the electrostatic problem related to solute-solvent interac-
tions can be solved with a much simpler formalism, which can be
useful when very complex systems are studied. In particular, as
shown below, first and second derivatives of the molecular free
energy with respect to nuclear motions, needed for geometry
optimizations and frequency calculations, can be computed with
accurate and very efficient algorithms, thanks to the peculiar form
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assumed by the electrostatic problem in the conductor-like ap-
proach. A different interpretation for the COSMO picture of sol-
vation has also been proposed,'? which could be generalized to
dielectric models too: the computational and algorithmic aspects,
however, are quite independent of this debate.

In this article we report on the most recent implementation of
this model in the framework of the polarizable continuum model
(PCM) formalism, called C-PCM (conductor-like PCM). The
PCM is one of the most used and reliable continuum solvation
procedures.®'* Since its proposal in 1981, it has been continuously
updated and extended, and presently it can be used to compute
molecular free energies, structures, and properties in any solvent,
at the same levels of theory as the corresponding calculations in
vacuo. State-of-the-art PCM algorithms and implementation are
described in detail elsewhere.'> Here we show to what extent
C-PCM can be considered an approximation of the dielectric
treatment, comparing the performances of both the approaches.

Moreover, we address the long debated question of the so-
called “outlying charge,”>-8%-13-16 that is, the fraction of solute
electronic cloud lying outside the cavity where the solute is placed.
This electronic charge actually penetrates the conductor (or the
dielectric) medium, and its effects should be accounted for when
the reaction field is computed. In previous versions of the conduc-
tor-like model, these effects were approximated by resorting to
Gauss’ law, exactly as in many dielectric models. On the other
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hand, the most recent PCM version takes into account outlying
charge effects implicitly, and it does not need any further correc-
tion. It has been demonstrated that the conductor-like model can be
obtained as the limit for £ — + of this PCM version with implicit
inclusion of outlying charge effects.'>'” This implies that C-PCM
results should not be corrected according to Gauss’ law, because a
better approximation of outlying charge effects is already included
in the model as it is.

With modern computational techniques, chemical systems of a
few hundreds of atoms are accessible to ab initio investigations,
and systems of thousands of atoms can be studied with mixed ab
initio/classical methods. Many calculations on such large mole-
cules exploit procedures based on the fast multipole method
(FMM),'® which allows for the calculation of electrostatic quan-
tities (potentials, fields, etc.) generated by very large charge dis-
tributions, with computational times growing linearly with the size
of the system. When such molecules are studied in the presence of
the solvent, it is important that the performances of the solvation
model have the same quality as the corresponding calculations in
vacuo. We shall see that C-PCM expressions for energies and
energy gradients can be easily rearranged in order to use the FMM
approach, ensuring a linear growth of the CPU time with the size
of the solute. This can be very useful to extend high level calcu-
lations of solvent effects also to biochemical and polymeric sys-
tems. Moreover, also the preliminary steps of the calculation
(namely the formation of the cavity where the solute is accomo-
dated) have been redefined, in order to reduce CPU times and to
make this operation linear scaling; another important feature of the
new formulation is that the cavity and the pattern of representative
points on its surface (see below) have the same symmetry prop-
erties as the solute. Such improvements have already been de-
scribed in an article devoted to the dielectric model (PCM).'> Here
we give only some insights into the improvement of C-PCM
performances.

Finally, we remark that PCM and C-PCM equations are de-
signed to describe electrostatic solute-solvent interactions. Other
contributions to the molecular free energy in solution can be
defined. They are traditionally referred to as cavitation'? and
dispersion-repulsion® energies, and they arise respectively from
the work needed to form the cavity where the solute is accomo-
dated and from van der Waals interactions with the solvent mol-
ecules of the first solvation shells. These contributions are calcu-
lated with classical procedures (i.e., they do not enter the
molecular Hamiltonian, and affect the solute energy only) de-
scribed elsewhere.®? Such procedures are common to PCM and
C-PCM treatments.

The algorithms presented in the following have been imple-
mented in a development version of the GAUSSIAN package,?!
which is expected to be distributed soon to the scientific commu-
nity.

Method

As in the other PCM versions, in the C-PCM approach the solute
is placed in a cavity formed by the envelope of spheres centered on
the atoms or the atomic groups.?> Inside the cavity the dielectric
constant is the same as in vacuo, outside it takes the value of the

Figure 1. Solute cavity for the protein crambin (see Fig. 4), mapped
with tesserae of 0.4 A? average area.

desired solvent (e.g., ¢ = 32.6 for methanol, 78.4 for water, etc.).
Once the cavity has been defined, the surface is smoothly mapped
by small regions>> (called tesserae, i.e., small tiles); each tessera is
characterized by the position of its center (the “representative
point,” r;), its area (a;), and the vector normal to the surface
passing through its center (n;). These geometric parameters can
also be differentiated analytically with respect to nuclear mo-
tions.?* Highly efficient algorithms have been recently developed
in order to form such a cavity for very large solutes (several
thousands of atoms) with very limited CPU times.>* An example
of cavity, mapped with tesserae of average area of 0.4 A2 is shown
in Figure 1.

The conductor-like reaction field is due to an apparent polar-
ization charge spread on the cavity surface. In practice, the polar-
ization charge is expressed in terms of finite point charges placed
in each tessera. For ¢ = +0o0, the solvation charges are the solution
of the following equation:

Sq=-V (1)

where vectors q and V collect the solvation charges and the total
electrostatic potential generated by solute nuclei and electrons on
tesserae, respectively, and matrix S elements are®*"'!

4T
Si=1.0694 4 "
' 2

1
S. =

- r,~|

The quantity Sq is the electrostatic potential due to the solva-
tion charges: eq. (1) means that in infinitely polar liquids, the
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potential of the solute and that of the charges exactly cancel out on
the cavity surface.
In real solvents, with finite dielectric constant, eq. (1) becomes

Sq = —f(e)V 3)

The general form for the & dependent factor is f(g)=e—1/
&+ X: in the literature, different values for X are recommended. In
the original COSMO derivation the value X = 0.5 was
proposed,®® as a compromise between the optimal values for a net
charge and a dipole embedded in a spherical cavity. On the other
hand, the value X = 0 was preferred in many applications, because
it leads to a formal observance of Gauss’ law:

tesserae
e—1

> 4= Ouwme 4)

&€

where O, 15 the solute net charge. As noted above, in the
present approach the total charge is no longer required to obey
Gauss’ law, so that we can choose the f(¢) form, which is more
convenient computationally.

It is important to note that S elements depend on tesserae
parameters in a very simple way, unlike the elements of the
corresponding matrices used in PCM.'*®'> Moreover, S;; = S,
and this property is very useful in the following derivations.

The solute-solvent interaction energy is E;,, = Viq = 2, V,q,,
where V; is the solute electrostatic potential in tessera i. Because
the solvation charges depend on the solute electronic density
linearly, it can be shown®® that the quantity that is variationally
minimized in Hartree-Fock (HF), Kohn-Sham (KS), or multicon-
figurational SCF calculations corresponds to a free energy (i.e.,
E;,. minus the work spent to create the solvation charges). Then, if
E° = E[p°] + V,, is the solute energy in vacuo, the free energy
in solution is

| 1
G =E[p] + Viy+ 5 Via = E[p] + Viy =, fl&)V'S'V (5)

where V,, is the nuclear repulsion energy, p° is the electronic
density for the molecule in vacuo, and p is the density perturbed by
the solvent; the last form of eq. (5) is obtained by using eq. (3).
These expressions apply to all the variational methods for which
an “electronic density” can be defined. Usually p is defined in
terms of a density matrix P with elements P, based on atomic
functions {x,,}. The Fock matrix (and its KS or MC-SCF gener-
alizations) are corrected by a C-PCM term:

F,,= Fy, +vo™ (6)

1 1
VoM = — Ef(s)VL,,S"V - Eﬂa)V"'S"VW
= _f(S)V'{'S*IV”V = qTVva (7)

where F,‘iu is the Fock matrix for the isolated solute, and the

uncontracted potential matrix has elements

. 1
Viw = f Xu(r)mxu(r) dr ®)
Note that in eq. (7) we used the symmetry of S matrix.

Performing geometry optimizations in solution is a very im-
portant step in the theoretical study of many chemical systems and
processes. To do that efficiently, it is necessary to compute ana-
lytically the free energy gradients with respect to nuclear displace-
ments. Differentiating eq. (5) we obtain

a9 (1] ety )
i —E[p]+VNN7<§.f(8)VS v ®

where the first two contributions are formally identical to those
computed in vacuo (but using the electronic density perturbed by
the solvent), and all the terms depending on the density derivatives
have been avoided, as usual.?> Because

(S =-S"'s's™! (10)

the C-PCM explicit contribution to free energy gradients is
1 . 1 . 1
- Ef(s)(V‘S"V)" =— Ef(s)(V‘)*S"V - Ef(s)V'S’]V“
1 R
+ Ef(s)V‘S"S“S’]V

1
=(V)q+ e) q'S'q )

where we have repeatedly used eq. (3) and the symmetry of S
matrix. The C-PCM contribution is then easily computed in terms
of solute potential derivatives, solvation charges, and the deriva-
tives of S, which are simple functions of tesserae geometric de-
rivatives:

. 1 a
Si = _ESiiE

1 ' (12)
S5 = *W[(ri*l‘j)'l‘?*(ri*l‘j)'l‘}]

Note that any reference to the inverse matrix S~ is avoided, so
that eq. (11) can be applied also when the solvation charges are
found by iterative procedures (see below), that is, for very large
solutes.

To compute second derivatives in solution, that is, 924/
dxdy=%9"", different C-PCM contributions have to be accounted
for. First, the Fock matrix derivatives must be computed (also in
this step, any electronic density derivative is avoided):

(Fu) = (Fl)"+ (™ (13)

uv

The first term on the right hand side of eq. (13) is the same as
in vacuo, while the C-PCM contribution is
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(GO = — ASIVS IV, = — 5 AV)SY,,

v
! TQ-IQQ—1 ! Q-1 X
+ 5 f@VISTISS IV, — 5 fe)VISTI(V,.,)
1 o I
= 5 [S'at VTSV, + d'(V) (14)

which contains known quantities only. Then the electronic density
must be differentiated also. This is done in the so-called coupled-
perturbed (CP) procedure, the key step of which is the definition of
a Fock-like matrix, contracted with the density derivative F, ,(P”).
The same C-PCM operator used to correct the Fock matrix [eq.
(7)] is used also in CP procedures, contracted with P*:

v MP) = —fle)VI(PISTIV,, = —fle) X PL(ViST'V,)
15)
where P is an element of the density matrix derivative on the

basis of atomic functions.
Finally, one has to account for the explicit C-PCM contribu-
tion. Differentiating eq. (11) further

1 T
— 5 flEe)(VISTIV) = [(V*)‘q T q’S‘q]

= (VI)q + Vg + (V'

2f(>“
1 T\VQx 1 FQX )
+%(q)'Sq+%qu

= (Vv + 505 2ﬂ ja'STq

1
+ (VY'q + - q'S'¢
(V)'q ﬂs)q q

= (V)24 + 575 087

2f( 20e) 1
ﬂ ) [S'q + Ae)V']q’ (16)

Differentiating eq. (3) one obtains ¢* = —S~'[S”q + f(e)V”], so
that

LARVIS IV = (V)og + o 'S

ﬂ 2f(e) 1
1
~ g [Sa VIS S+ fie)V] (7)

All the terms in eq. (17) have already been computed, except
(VH)*¥, which is provided by usual ab initio, semiempirical, and
classical programs, and S*, the form of which is reported below.

SXV 3 S” Xy 1 SU Xy (]8)
2 = — a.-a;: — < a;
ii 4&12 i“i 2(1[ i
S&V—_;[n}'_ Yo — e 41 y]
i = ‘r__r_|31'iri LYRS Yo YIRS YR IR YR V1
i j

3
+ I —rF [(r} - r)(r} - xy) — (] 1) (x) - 1)
i

- (r;r . l'ij)(r}Y : rij) + (1(; . l'ij)(r_‘,Y . rij)]
1 Xy y
- Ir.—rf [r? -1, — 17 1] (19)
i1

where we have put for simplicity r;; = (r; — r)).

Note that S* involves the second derivatives of tesserae geo-
metric elements: in the present implementation these quantities are
computed by numerical differentiation of the corresponding gra-
dients (this is done automatically by the program, which builds
different cavities along the nuclear displacements and estimates
the second derivatives very efficiently). Work is in progress to
develop and code the algorithms for the analytic calculation of the
geometric second derivatives. Nonetheless, the present procedure
has been tested on a great number of systems and has proved
completely stable and reliable even for very large solutes.

In molecular mechanics (MM) calculations, only the explicit
C-PCM contribution to second derivatives has to be considered.
Because MM is usually employed for very large systems, it is
convenient to avoid any reference to the inverse S”' matrix in
order to use the iterative approach described below. Then, in this
case we revert to eq. (16), where the explicit charge derivatives q”
can be calculated with the procedure presented in the Iterative
Solution section.

Electronic Properties

As said above, the presence of the C-PCM operator in the Fock
matrix [eq. (7)] results in a polarization of the solute electronic
density. This has a direct effect on all the electronic properties, like
the charge distribution, the molecular dipole moment, the spin
population, and so on.

However, other solvent contributions must be included in order
to calculate those properties that depend not only on the density,
but also on the density derivatives with respect to some parame-
ters. For example, excitation energies can be computed by time-
dependent approaches [usually called random phase approxima-
tion (RPA) in Hartree-Fock, and TD-DFT in density functional
theory].?°~2® Such procedures are based on the computation of
electronic density derivatives with respect to an external electric
field. In this case, the C-PCM contribution has the same form of
that used for 9™ [eq. (15)], where the density is differentiated
with respect to nuclear positions to evaluate harmonic force con-
stants.

However, when vertical transitions are considered (i.e., fast
electronic transitions, occurring without any change in the nuclear
positions), one has to account also for the finite relaxation times of
the solvent reaction field, introducing the so-called nonequilibrium
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solvation.? ' As explained for example in ref. 31, the solvation
phenomena arise from different sources. A part of the reaction field
is due to the polarization of solvent electron clouds, while the rest
is due to the orientation of solvent molecules. The former contri-
bution can rearrange quickly enough to stay in equilibrium with
the solute even during vertical transitions; the latter contribution,
on the contrary, remains “frozen” during such transitions. In PCM
framework the nonequilibrium effects are accounted for by using
a different dielectric constant. The preferred choice is the so-called
optical constant, &, = n?, where n is the solvent refractive index.
Then, the C-PCM effect on vertical transitions can be computed by
substituting & with g, in the factor f(¢) in eq. (15), as detailed in
ref. 31.

Also, the calculation of NMR parameters, for example, the
nuclear magnetic shieldings, with the GIAO approach®? depends
both on the solute density polarization, and on a C-PCM term to be
included in the routines where the magnetic field perturbation is
computed. Essentially, the solvation charges behave like “exter-
nal” charges fixed on the cavity surface. In this case, equilibrium
solvation (i.e., the usual dielectric constant €) is required.

Notice that in some implementations of the conductor-like
model, the solvent effect on electronic excitations is computed
considering only the solute density polarization and ignoring the
solvent contribution to the magnetic perturbation, mentioned in the
previous paragraph. This is not correct from the theoretical point of
view, and it can result in severe numerical errors, as shown below
in the section Test Applications.

op

Iterative Solution

The inversion procedure needed to obtain the S~ matrix becomes
too expensive when the number of tesserae increases over a few
thousands. In this case it is convenient to switch to an iterative
solution of the system:

= —fle)V (20)

The straightforward solution of system 20 is, at iteration n

}’_}’|

q/(” 1)
q@—PMV+E| } 1)

where the ith charge depends on the solute potential and on the
potential generated by all the other charges at iteration (n — 1):
the initial guess can be chosen, for example, as the diagonal
solution

="y, (22)

Unfortunately, this simple approach leads to serious conver-
gence problems for many solutes. From this point of view, C-PCM
performs worse than PCM, which has an iterative version that
usually converges much faster. The reason is clearly related to the
different scaling of long-range interactions between the solvation

charges (roughly proportional to |r; — r;| > for PCM and to |r; —
r;| =" for C-PCM).

Then we have coded different improved convergence schemes
for C-PCM, based on DIIS (direct inversion of the iterative sub-
space) and on conjugate gradients (CG) procedures. In the former
approach, described for general PCM equations for example, in
ref. 33, the ith charge at iteration n no longer depends on the
g{"~"’s, but rather on linear combinations of the g,’s coming
from several prev10us iterations, with weights obtained by a least-
squares procedure.*?

The CG scheme, on the other hand, has been implemented
following the procedure illustrated in ref. 34 for a general case. In
this approach, the charges are updated at each iteration along some
“search directions”:

q” =q"V + a,p® (23)
The directions p(”)
standard procedure,** where the key step is the evaluation of Sp
corresponding to the electrostatic potential generated by the pseudo-
charges p“. This quantity can be computed with the FMM
procedure'® (see below).

It is well known that CG performances can be greatly enhanced
by preconditioning the system, especially when a large number of
coupled linear equations are involved.>* This means that, instead
of system 20, we solve (iteratively) the system

and the coefficient «,, are optimized by a
o

M 'Sq= —fle)M'V (24)

where M is a proper “approximation” to the S matrix, easy to
invert. Choosing the suitable preconditioning is a rather technical
issue. We defer to a forthcoming article the complete analysis of
the different cases that can occur; some examples are cited below,
comparing the performances of DIIS and some preconditioned CG
approaches.

The same approach can be used to obtain the charge derivatives
needed in MM second derivatives [eq. (16)]: differentiating eq.
(20) we get the following system

Sq* = —fle)V' = S'q (25)

so that the ith charge derivative at interation n is

gi" = fMV+&%+E&%+E&¢W” (26)

JFi JFi

This system can be solved iteratively with the same techniques
as above: as a general rule, many elements of " are small, and the
convergence of system 26 is usually easier than that of 21. A
different linear scaling iterative scheme, based on CG approach
and supported by a previous version of the FMM (vide infra), was
developed by York et al.>> and implemented in MOPAC for
COSMO solvation model. The performances of such an approach
are satisfactory with respect to the matrix inversion procedure,
though it is limited to the calculation of energies. On the other
hand, the procedure illustrated in the present work ensures a linear



674 Cossi et al. » Vol. 24, No. 6 « Journal of Computational Chemistry

scaling procedure for both energies and gradients, which is highly
desirable to perform reliable calculations on large molecular sys-
tems.

Linear Scaling

When the iterative scheme has been set up, in order to obtain a
procedure whose computational time grows linearly with the sol-
ute size, any double loop on the surface tesserae must be avoided.
Instead, one can resort to the FMM approach,18 which can be
fruitfully used to compute the electrostatic potential and the elec-
tric field generated by the solvation charges whenever they are
needed in C-PCM (presently this is limited to energies and gradi-
ents). In our implementation we exploited the FMM algorithm
recently coded in the development version of Gaussian.

For C-PCM energies, the second term on the right hand side of
eq. (21) is the potential generated by all the other charges on
tessera #, and it can be straightforwardly calculated by FMM. The
C-PCM contribution to free energy gradients [eq. (11)] contains
two terms. The first one, (V¥)*q, is easily computed in ab initio
procedures that are able to provide the potential gradients (these
procedures usually exploit the FMM approach when the number of
atoms is sufficiently high). On the other hand, when force-field
based classical methods are used, this term becomes

tesserae atoms

(V;)Xq_ 2 qrax Z‘

r’l - r|
—r1) (r, —r))
= _2 2 ql rn — r[|3 Zn

Ezn (qu I _rz) r,

‘rn_ril3

r,—r,
—Zqi(zzn)'l‘?

= > zE (@ 1 — > qE@) 1 @7

where z,, is the nth atomic charge, r,, its position, and E(q) and
E(z) are the electric field due to solvation charges in the atomic
positions and the electric field due to atomic charges in the
tesserae, respectively. These electric fields can be computed by the
FMM procedure.

The second C-PCM contribution to gradients is proportional to
the quantity

quxq = E qlSjjqj E qi llql + z E qi quj (28)

ij i j#Fi

The only quadratic loop is contained in the second sum, which
can be rearranged by noting that [see eq. (12)]

so that

> 2 aSi = 24 (Eq,|r_r|>r‘

i i i J#i

E%(Eq, " _r|> r

33

=

-2 2 qE (@) (29)

where E;(q) is the electric field generated in tessera i by all the
other solvation charges. Again, this quantity is easily provided by
FMM procedure. In conclusion, all the C-PCM contributions to
energies and gradients can be computed with linear scaling pro-
cedures, both in quantum mechanical and in classical calculations.

When the charge derivatives q* are calculated with eq. (26),
two loops must be processed in order to scale linearly. One of
them, namely 2., S,;q7, is simply the potential due to the charge
derivatives at the preceding iteration. The second loop is more
involved, and it can be rearranged as follows:

(t;—1)r;
> Sy = _2‘1/ r=rf |% D Ir ,jr,|3 g
J#i j#i ! 7

=—-E(q)r + 2 2 | r|)xA (l'x)kq/

A=xy,z j#i

S+ D Ea(py) (30)

A=xy,2

—E(q) 1}

Here, the first term is simply the electric field due to the charges;
for the second term, we have separated the components of the
scalar product, obtaining the sum of the A components of the
electric fields generated by the pseudo charges p, ; = (r}),q;, for
A = x, y, z. This can be computed by three successive applica-
tions of the usual FMM procedure.

Test Applications

We have said above that the conductor-like approach can be seen
as a limit of dielectric solvation models for very polar liquids. In
this sense, using eq. (3) for finite values of € is an approximation.
To estimate how good such an approximation is, and to find the
best expression for f(e)=e—1/e+X, we have computed the sol-
vation free energy (i.e., the difference between the C-PCM free
energy and the energy in vacuo at the same level) for a number of
small organic molecules (35 neutral and 18 ionic; the set of test
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Figure 2. Solvation free energy in water for neutral (a) and ionic (b) organic and inorganic
solutes, computed at the HF/6-31+G(d) level with PCM and C-PCM procedures and different

X values, compared to experimental results.

solutes is the same as that reported in Tables 3 and 4 of ref. 15),
including also nonelectrostatic contributions. The calculations
have been performed at the HF level with the 6-31+G(d) basis
set,*® which is known to provide reliable results for this kind of
calculation both for neutral and for charged solutes, at the solute
geometries optimized in vacuo.

In Figure 2 we show the agreement between C-PCM hydration
free energies using X = 0 and X = 0.5 with the corresponding
PCM values (using the dielectric model described in ref. 15) and
with the experimental values for neutral and charged solutes. In
Figure 3 the comparison between conductor-like and dielectric

models is repeated in carbon tetrachloride (¢ = 2.23), with X = 0,
0.25, 0.5.

We repeated the calculations at the density functional theory
(DFT) level using the PBEO functional®” with the same basis set.
The correlation between PCM and C-PCM calculations is exactly
the same as in HF. Note that with both the dielectric and the
conductor models the DFT hydration energies are in poor agree-
ment with the experiment, because the size of the solute cavities
has been optimized for HF calculations.*® Anyway, the PCM/
experimental discrepancy is quite small (on average 0.47 kcal/mol
for neutral, and 1.67 kcal/mol for charged solutes), and it does not



676 Cossi et al. » Vol. 24, No. 6 « Journal of Computational Chemistry

T T T
a X=0 *
X=025 0O
1+ X=05 ©
0r o *
o gt *
r
8 o R "
= B %
s 1 5
g
© o
%
*
2k
u
o *
©
*
3L mn
X
1 1 1 1
3 2 0 1
PCM values
b 20 T T T T 1K6)
X=0 *
X=0.25 a K
X=0.5 0 o
25 -
230 -
ig 35
<
B
=
O
&
o 40+
45
50 -
55 1 1 1 1 1 L
-55 50 -45 -40 -35 -30 =25 -20
PCM values

Figure 3. Solvation free energy in CCl, for neutral (a) and ionic (b) organic and inorganic
solutes, computed at the HF/6-31+G(d) level with C-PCM and different X values, compared

to PCM results.

affect the reliability of the conductor-like model with respect to
PCM.

One can see that PCM and C-PCM solvation free energies are
practically identical in water, while the agreement is poorer in
CCl,, as expected because the conductor picture is weaker for less
polar solvents. Moreover, the choice of X in f(¢) is irrelevant in
polar solvents, but it is important in CCl,. For neutral solutes the
best agreement is obtained for X = 0.5, while for charged mol-
ecules it is preferable to use X = 0. This behavior is consistent
with the derivation presented in ref. 9a, where the X values of 0
and 1 were attributed, respectively, to a dipole and to a point

charge in a single sphere, though in our case the cavities are not
simply spherical, and the solvation charges are obtained with a
different procedure. Then, to perform C-PCM calculations in non-
polar solvents, we suggest selection of the form of f(&) according
to the solute charge; of course this can be troublesome for solutes
that don’t have a definite charge, for example a large molecule
with one ionic tail. In these cases, one should keep in mind this
limitation of the conductor-like model, when nonpolar solvents are
involved.

It is also interesting to investigate how the ‘“discretization”
process (i.e., representing the solvation charge density as a set of
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Table 1. Difference between the Total C-PCM Solvation Charge and Gauss’ Law Prescription (a.u.) for

Extended Polyglycine Chains and Crambin, with Different Tesserae Size.

Tesserae with average area 0.1

Tesserae with average area 0.4 A2 Tesserae with average area 0.2 A2 A?
Number of Number of Number of
System tesserae Error tesserae Error tesserae Error
PG, n =3 1124 —0.00006 2142 —0.00002
PG, n =6 1838 0.00006 3498 0.00001
PG, n = 12 3268 0.00023 6210 —0.00001
PG, n = 24 6120 0.00052 11634 —0.00004
PG, n = 48 11836 0.00103 22482 0.00004
PG, n = 82 19926 0.00165 37850 —0.00010
Crambin 13339 —0.00041 22484 —0.00041 39437 0.00000

point charges) affects C-PCM results. Using point charges is an
approximation (unavoidable for cavities of general shape), which
is expected to become more and more accurate, reducing the size
of surface tesserae. This is particularly important in MM calcula-
tions, which usually involve very large solutes, so that it is con-
venient to use not too small tesserae, in order to limit their total
number. On the other hand, in MM calculations we know that there
is no outlying charge, so that we can use Gauss’ law [eq. (4)] as a
test for the total computed solvation charge. In Table 1 we list the
errors of total solvation charge with respect to Gauss’ law for a
number of model systems described with AMBER force field.*®
We used a series of rodlike polyglycine (PG) chains in fully
extended conformation, and a more globular system, namely
crambin (see Fig. 4).

One can see that C-PCM errors are extremely small, even for
very large solutes. Such errors reduce further by halving the
average size of tesserae, but the default value of 0.4 A2 provides

completely satisfactory results. Incidentally, we note that the di-
electric version of PCM provides larger errors on these systems
(up to two orders of magnitude). Anyway, the discrepancies with
respect to Gauss’ law are small enough to ensure that the discreti-
zation procedure is fully reliable both for C-PCM and for PCM.
In all these MM calculations, the solvation charges were ob-
tained with the iterative scheme described above. The convergence
behavior was quite different. In fact, the DIIS procedure converged
for the rodlike PG chains, while for crambin it was not able to
converge. In this case, it was necessary to use the conjugate
gradient procedure, adding a proper preconditioning step to each
iteration. We tested different forms for the preconditioning matrix
M [eq. (24)], namely: (a) the unit matrix (i.e., without precondi-
tioning), (b) the diagonal part of S, or (c) a block-factorized S
matrix, in which only the interactions between tesserae belonging
to the same sphere were considered. Procedure (a) did not con-
verge, while (b) and (c) succeeded, the latter being markedly faster

Figure 4. Structure of the polyglycine chain (used in fully extended conformation, i.e., with all the
peptide angles ¢ = ¢y = 180°), and of crambin protein.
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Figure 7. Structure and atom numbering of the alanine dipeptide
analogue, in the conformation optimized in vacuo.

(30% less iterations, and about 20% of time saving). The problem
of C-PCM convergence for large iterative calculations will be
further analyzed in a forthcoming article. For the moment our
recommended approach is the CG procedure with preconditioning

(c).

0.02 T T T

It is also of great interest to look at the computational times
needed to build the cavity and to compute the solvation charges for
such very large systems. In Figure 5 we compare the time spent for
the cavity definition by the previous and the present versions of the
code.** One can see that the present formulation allows for a
dramatic decrease of computational time. Even better results are
obtained by the iterative procedure with respect to the matrix
inversion approach (see Iterative Solution and Linear Scaling
sections). In Figure 6 one can see that the CPU times for matrix
inversion become quickly so high that the calculation is practically
impossible (in fact, their growth is cubic with the number of
tesserae). On the other hand, the iterative approach requires much
smaller CPU times, ensuring an almost linear scaling with the
number of tesserae. Realistic biochemical systems can be studied
only with this approach.

We have described above the analytical algorithms for the
calculation of gradients and second derivatives. The best internal
test for such procedures is the comparison with the corresponding
numerical results. To do that, the C-PCM free energy in solution is
computed at a given geometry and then recomputed after very
small displacements (of the order of 10™* A, positive and nega-
tive) of all the nuclear coordinates. The energy first and second
derivatives are then computed as finite differences. This compar-
ison has been carried out on the alanine dipeptide analogue shown
in Figure 7. First, its geometry has been optimized in vacuo at the
DFT level, with the PBEO functional and the 6-31+G(d) basis set,
reaching one of the stable conformations for this molecule, usually
called a, and characterized by the peptide angles ¢ = 71.05°, ¢ =
19.86°. At this geometry, we have computed the free energy
gradients in water, both analytically and numerically. The results
are compared in Figure 8. One can see that there is a perfect

0.015

0.005

Analytical

-0.005

001 - o

-0.015

-0.025 L L .

-0.025 -0.02 -0.015 -0.01

0 0.005 0.01 0.015 0.02

Numerical

Figure 8. Comparison between analytical and numerical energy gradients for the alanine
dipeptide analogue at the geometry optimized in vacuo, computed in water with C-PCM at the

PBE0/6-31+G(d) level.
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Table 2. Acetone Isotropic Nuclear Shielding Constants (p.p.m.)
Computed with GIAO Procedure In Vacuo and in Water, Including Zero
Order Polarization Only, and with All the C-PCM Contributions.

Solvent
Polarization Complete C-PCM
Vacuum only contribution
C (Carbonyl) —2.13 —15.63 —10.55
6} —292.81 —162.10 —235.06
C“” (Average) 167.06 164.87 166.36
H (Average) 29.51 29.44 29.29

agreement between analytical and numerical gradients, and the
same agreement is found in all the tests we have performed. These
gradients can be used to reoptimize the alanine dipeptide geometry
in water. We found another minimum, with ¢ = 61.77°, ¢ =
39.67°. The harmonic frequencies in the presence of the solvent
were computed at this geometry, and they resulted all positive,
confirming that it is a true minimum.

Finally, we performed some test calculations in order to esti-
mate the relative importance of the different C-PCM contributions
to electronic properties, that is, the “zero order” solute polarization
and the solvent term in density differentiation procedures (see the
Electronic Properties section). The system was acetone in water,
studied at the PBE0/6-31+G(d,p) level. We computed the solvent
effect on the n — 7* electronic vertical transition (with TD-DFT
approach) and on the isotropic nuclear shielding constants (with
GIAO procedure). We stress that this is only a test of the C-PCM
procedure. To obtain a quantitative estimate of solvent effects on
these properties a more accurate analysis would be necessary, for
instance including specific interactions due to the first solvation
shell. As for the n — 7* transition, we found a value of 4.4549 eV
in vacuo, with a blue shift in water. The solvent effect was 0.1604
eV (1294 cm™ ") including the polarization only, 0.1477 eV (1191
cm ") considering also the C-PCM term in the TD-DFT equations,
and 0.1550 eV (1250 cm ™ ') including nonequilibrium effects. The
solvent effects on NMR constants are collected in Table 2. These
results show that both C-PCM contributions are important in the
calculation, and neither can be neglected, at least for such appli-
cations. Note that also nonequilibrium effects in TD-DFT calcu-
lations have similar effects, so that they must be included to obtain
accurate results.

Conclusions

The conductor-like continuum model of solvation, introduced
some years ago, has spread in the scientific community due to its
accuracy and the relative simplicity of the expressions involved in
the definition of the solvent reaction field. The most complete
implementation has been realized following the same scheme used
for the dielectric model, namely PCM. In this work we have
reported on very recent extensions and improvements of the C-

PCM procedure, both from the point of view of the algorithms and
of the implementation. The main developments are:

® A new expression for first and second derivatives of the free
energy in solution, avoiding the approximations included in the
previous formulations.

e The indication that the C-PCM solvation charges should not be
corrected according to Gauss’ law, because the method can be
written as a limit case of the dielectric approach with implicit
inclusion of outlying charge effects.

® An effective procedure for the iterative solution of the electro-
static problem in very large systems.

® The reformulation of all the equations in order to use the FMM
procedure and to ensure linear scaling of the CPU time with the
size of the solute.

® The possibility of performing calculations of electronic proper-
ties that involve coupled-perturbed procedure, including all the
solvent contributions.
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