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Abstract: Extended-basis-set calculations with electron correlation have been carried out for the reactant and transition state properties of the gas-phase $S_N2$ reactions $Cl^- + CH_3Br \rightarrow CH_3Cl + Br^-$, $Cl^- + CH_3I \rightarrow CH_3Cl + I^-$, and $Br^- + CH_3I \rightarrow CH_3Br + I^-$. The resulting force fields are used for canonical unified statistical theory calculations of the rate constants of these reactions and their deuterated analogs. Kinetic isotope effects (KIEs) and their temperature dependences have been calculated and analyzed, and they are compared to available experimental data. We find only small deviations of the generalized transition state theory results from conventional transition state theory, and we obtain reasonable agreement (~10%) with experimental results for the KIEs of the first two reactions, but the KIEs that we predict for the third reaction are up to 26% higher than experiment.

Introduction

The bimolecular nucleophilic substitution ($S_N2$) reaction is the most widely studied class of ion-molecule reaction in organic chemistry. Originally studied in condensed phases, in recent years the reaction has been extensively studied in the gas phase both theoretically and experimentally. However, some aspects of this type of reaction are not well understood; for example, the factors controlling kinetic isotope effects (KIEs) and their temperature dependences are still controversial. In the present work, we performed high-level electronic structure calculations on the reactants and the transition states of these $S_N2$ reactions involving a methyl halide and a halide ion, in particular, $Cl^- + CH_3Br \rightarrow CH_3Cl + Br^-$, $Cl^- + CH_3I \rightarrow CH_3Cl + I^-$, and $Br^- + CH_3I \rightarrow CH_3Br + I^-$. By using the data from the electronic structure calculations in dual-level canonical unified statistical (CUS) theory calculations, we calculated the low-pressure rate constants and kinetic isotope effects of all three reactions at 300 K and as functions of temperature. These calculations provide a fundamental test of theory and indeed, as discussed later in the paper, lead to a stimulating disagreement between theory and experiment for one of the reactions.

Theoretical Background

For many gas-phase $S_N2$ reactions, including all three studied here, the energies of the transition states are lower than the energies of the reactants, but by only a few kcal/mol. With such negative barrier heights, the rate constants show negative temperature dependences in a temperature range around room temperature.

The general shape of the potential energy function along the minimum energy path is illustrated in Figure 1. The potential function shows two wells, labeled $C$ and $C'$, corresponding to reactant and product ion-dipole complexes, respectively, on either side of a saddle point corresponding to transfer of the methyl group. In the present paper we calculate only the low-pressure bimolecular reaction rates. In the low-pressure limit molecules do not suffer any collisions with third bodies while they pass through the $C$ or $C'$, and transition state regions. Under such conditions, there are three possible locations for a dynamical bottleneck to reaction: (i) in the entrance channel, a bottleneck to formation of the reactant ion-dipole complex $C$; (ii) in the central barrier region, and (iii) in the exit channel between the product ion-dipole complex $C'$ and asymptotic...
Figure 1. Shape of potential energy (the lowest curve) and standard-state generalized free energy of activation curves along the minimum energy path, illustrated for Cl + CH₂Br → CH₂Cl + Br⁻. The standard state is 1 Torr for an ideal gas. The reaction coordinate is measured in a mass-scaled Cartesian coordinate system\(^a\) with a mass \(\mu\) of 1 amu. The free energy values at stationary points and the potential energy curve in the region between C and C' (see text for notation) were calculated using the dual-level direct dynamics method with the MP2/PDZ+ high-level data and the AM1-SRP low-level surface. The generalized free energy activation values at i and iii were calculated by the ion-dipole capture approximation of Celli et al.\(^b\) The rest of the generalized free energy activation curves, except at stationary points, are schematic.

The ion-molecule association rate constant, \(k_1(T)\), is estimated based on the ion-dipole capture approximation of Celli et al.,\(^c\) and the rate constant \(k_{ii}\) may be estimated from the capture rate of the products and the equilibrium constant for the reverse association reaction. Since these minima are usually about 10 kcal/mol or more deep, we make the reasonable approximations that \(k_{ii}(T)/k^c(T) \ll 1\) and \(k_{ii}(T)/k^c(T) \ll 1\), and we neglect the second and fourth terms in (2). Furthermore, \(k_{ii}(T) \gg k_1(T)\), so the fifth term is also neglected.

The rate coefficient \(k_1(T)\) is obtained by carrying out dual-level direct dynamics calculations of the canonical variational transition state theory (CVT)\(^d\) rate constant. The high-level data are obtained from correlated ab initio electronic structure calculations as mentioned in the next section, and the low-level data are obtained by employing the NDDO-SRP\(^e\) method.

We consider the reactions

\[
\begin{align*}
    \text{S}_2\text{N}_2 \text{Reactions } & \quad X^- + \text{CH}_2\text{Y} \rightarrow \text{CH}_2\text{X} + \text{Y}^- \quad (X, Y = \text{Cl}, \text{Br}, \text{I}) \\
    \text{Reaction Coordinate (bohr)} \\
    \text{Shape of potential energy (the lowest curve) and standard-state generalized free energy of activation curves along the minimum energy path, illustrated for Cl + CH₂Br → CH₂Cl + Br⁻. The standard state is 1 Torr for an ideal gas. The reaction coordinate is measured in a mass-scaled Cartesian coordinate system\(^a\) with a mass \(\mu\) of 1 amu. The free energy values at stationary points and the potential energy curve in the region between C and C' (see text for notation) were calculated using the dual-level direct dynamics method with the MP2/PDZ+ high-level data and the AM1-SRP low-level surface. The generalized free energy activation values at i and iii were calculated by the ion-dipole capture approximation of Celli et al.\(^b\) The rest of the generalized free energy activation curves, except at stationary points, are schematic.} \\
\end{align*}
\]

products. The rate constants for passage through these bottleneck regions are labeled \(k_i, k_{ii}, k_{iii}\) and \(k^c(T)\) and \(k^c(T)\) are the one-way flux rate constants evaluated at the ion-dipole minima. All these flux coefficients are for forward reaction of A + BC as if i, ii, iii, C, or C', respectively, were the only transition state. The final reaction rate \(k\) is calculated by the canonical unified statistical (CUS) model as

\[
k(T) = k_1(T) \text{R}^{\text{CUS}}(T) \quad (1)
\]

where\(^d\)

\[
\text{R}^{\text{CUS}}(T) = \left( \frac{k_{ii}(T)}{k_1(T)} - \frac{k_{ii}(T)}{k^c(T)} + 1 - \frac{k_{ii}(T)}{k^c(T)} \right)^{-1} \quad (2)
\]

The ion-molecule association rate constant, \(k_1(T)\), is estimated based on the ion-dipole capture approximation of Celli et al.,\(^b\) and the rate constant \(k_{ii}\) may be estimated from the capture rate of the products and the equilibrium constant for the reverse association reaction. Since these minima are usually about 10 kcal/mol or more deep, we make the reasonable approximations that \(k_{ii}(T)/k^c(T) \ll 1\) and \(k_{ii}(T)/k^c(T) \ll 1\), and we neglect the second and fourth terms in (2). Furthermore, \(k_{ii}(T) \gg k_1(T)\), so the fifth term is also neglected.

The rate coefficient \(k_1(T)\) is obtained by carrying out dual-level direct dynamics calculations of the canonical variational transition state theory (CVT)\(^d\) rate constant. The high-level data are obtained from correlated ab initio electronic structure calculations as mentioned in the next section, and the low-level data are obtained by employing the NDDO-SRP\(^e\) method.

We consider the reactions

\[
\begin{align*}
    \text{S}_2\text{N}_2 \text{Reactions } & \quad X^- + \text{CH}_2\text{Y} \rightarrow \text{CH}_2\text{X} + \text{Y}^- \quad (R1) \\
    \text{S}_2\text{N}_2 \text{Reactions } & \quad X^- + \text{CD}_2\text{Y} \rightarrow \text{CD}_2\text{X} + \text{Y}^- \quad (R2)
\end{align*}
\]

where X and Y are halogen atoms. We define the KIE to be the ratio of the rate constant \(k_0\) of R1 to the rate constant \(k_0\) of R2. The KIE of the canonical unified statistical theory can be factored\(^\text{1,11}\) as

\[
\text{KIE} = \eta_{\text{trans}} \eta_{\text{vib}} \eta_{\text{var}} \eta_{\text{cap}} \quad (3)
\]

where the first three factors refer to contributions from translational, rotational, and vibrational motions, respectively, with \(\eta_{\text{trans}}\) and \(\eta_{\text{vib}}\) evaluated at the conventional transition state. The fourth factor is the contribution from variational effects\(^7\) and is defined as:

\[
\eta_{\text{var}} = \frac{k_{\text{TST}}^{\text{CVT}}}{k_{\text{H}}^{\text{TST}} k_{\text{D}}^{\text{CVT}}} \quad (4)
\]

where \(k_{\text{TST}}^{\text{CVT}}\) and \(k_{\text{CVT}}^{\text{TST}}\) are the conventional transition state theory (TST)\(^d\) rate constant and CVT rate constant, respectively. The last factor comes from the capture rate contribution to eq 2, i.e.,

\[
\eta_{\text{cap}} = R_{\text{H}}^{\text{CUS}} / R_{\text{D}}^{\text{CUS}} \quad (5)
\]

From transition state theory and quantum statistics, we have

\[
\eta_{\text{trans}} = (\mu_{\text{rel},D} / \mu_{\text{rel},H})^{3/2} \quad (6)
\]

where \(\mu_{\text{rel}}\) is the reduced mass of relative translational motion of the reactants, and with a classical treatment of rotations, we have

\[
\eta_{\text{vib}} = \left( \frac{\text{det} I_{\text{H}}^{\text{ab}} (\text{det} I_{\text{D}}^{\text{ab}})^{1/2}} {\text{det} I_{\text{H}}^{\text{ab}} (\text{det} I_{\text{D}}^{\text{ab}})^{1/2}} \right) \quad (7)
\]

where \(I_{\text{D}}\) is the determinant of the moment of inertia tensor, a superscript \(\text{ab}\) means transition state, a superscript \(\text{R}\) means reactant, which is CH₃Y or CD₃Y in this study, a subscript \(\text{H}\) refers to the species containing protium, and a subscript \(\text{D}\) refers to the species containing deuterium. The vibrational contribution can be written as

\[
\eta_{\text{vib}} = \frac{g_{\text{vib,H}} g_{\text{vib,D}}}{g_{\text{vib,H}} g_{\text{vib,D}}} \quad (8)
\]

where \(g_{\text{vib}}\) is the vibrational partition function (with classical zero of energy, as opposed to zero point level as the zero of energy). The vibrational contribution can be further factored into contributions from low-, mid-, and high-frequency modes

\[
\eta_{\text{vib}} = \eta_{\text{low}} \eta_{\text{mid}} \eta_{\text{high}} \quad (9)
\]

The expressions for these contributions are similar to eq 8 but only include the frequencies in particular ranges. The value of the classical barrier height cancels out in the conventional transition state theory KIE, but it does affect \(\eta_{\text{var}}\).

From eqs 6 and 7 we see that the translational and rotational contributions are temperature independent and that the temper-
nature dependence of the KIE in eq 3 arises solely from the vibrational, variational, and capture contributions. As we will see, the translational and variational contributions are very close to unity, the rotational contributions in these reactions are "normal" (larger than unity), and the vibrational contributions \( \eta_{vb} \) are "inverse" (less than unity).

As a final item of background we summarize the assumptions of the three levels of dynamical theory most relevant to the present calculations. Conventional TST assumes that a phase space dividing surface through the saddle point provides a perfect dynamical bottleneck. In classical language this means that trajectories passing through such a dividing surface in the direction of products originated at reactants and inevitably proceed to products without returning to the dividing surface, i.e., that trajectories do not recross the bottleneck dividing surface. In quantum mechanical language it means that the transmission coefficients of all quantized levels of the transition state are unity. CVT again presupposes a single dynamical bottleneck with no recrossing trajectories (classical language) or with unit transmission coefficients (quantal language), but it does not require the dynamical bottleneck to be located at the saddle point, and furthermore it allows the bottleneck location to depend on temperature. The present systems challenge the assumptions of these theories by the possibility that there is significant recrossing of even the best single bottleneck dividing surface, due, for example, to trapping in the ion-dipole complex regions, which would facilitate turning the trajectories back toward the direction from which they came. CUS theory is the simplest way to take account of a complex region between two dynamical bottlenecks.

CVT is an attempt to correct for recrossing of the saddle point dynamical bottleneck by finding a better dynamical bottleneck. The unified statistical theory is an attempt to take account for multiple bottleneck regions, and it is based on the branching analysis of Hirschfelder and Wigner, which may also be derived as the least-biased estimate (the estimate with maximal information theoretic entropy) of the reaction rate constant consistent with the fluxes through the individual bottlenecks and with the conservation of flux. In the final analysis, the reader should be aware that the unified statistical method does not necessarily account for all the factors that could lead to recrossing, nor should it be considered to provide a bound from either direction on the magnitude of recrossing effects. It is necessary to include true dynamics (i.e., more than local fluxes through various dividing surfaces) to estimate recrossing reliably; when quantization constraints are unimportant that can be accomplished by running classical or quasiclassical trajectories, but quantization constraints are very significant for thermal rate constants. One indication of this is the sheer magnitude of the zero point energy at the saddle point, e.g., 23.5 kcal/mol for CICHBr; another is the fact that variational transition state theory is much more accurate in a quantal world than in a classical one. One possible way to include both recrossing and quantization constraints is called the unified dynamical theory, but that would not include quantum effects on energy mixing in the complex region; anyway it is beyond our scope to discuss that further here.

For the reaction dynamics at the central barrier, we would not expect much difference in conclusions if we used microcanonical variational theory instead of canonical or if we took explicit account of conservation of total angular momentum.

Su et al. have discussed orientation effects on the capture rate, but these are not considered here.

**Computational Methods**

The data needed for the calculation of \( k_f \) consist of dipole moments and polarizabilities. The neutral reactants, The 15 dipole moments and the polarizabilities used to calculate \( k_f \) are 1.81 D and 5.87 \( \times 10^{-24} \) cm\(^3\) for CH\(_2\)Br and 1.62 D and 7.97 \( \times 10^{-24} \) cm\(^3\) for CH\(_3\)I.

Dual-level canonical variational transition state theory (CVT) rate constant calculations for \( k_f(T) \) were carried out with version 6.5 of the MORATE\(_2\) program using methods explained in detail in a previous paper. In the dynamics calculations, unless otherwise stated, all vibrations were treated harmonically. High-level data for moments of inertia and vibrational frequencies were obtained from \textit{ab initio} calculations as described in later paragraphs of this section; the high-level barrier heights were inferred from experiment by adjusting the classical barrier heights used in the dual-level CVT rate constant calculations for \( k_f \) until the calculated CUS rate constants (using eqs 1 and 2) at 300 K agreed with the experimental values in refs 3a and 3b; and the low-level data for the CVT part of the CUS calculations were based on NDDO-SRP semiempirical methods. These SRP methods are based either on the AM1\(_2\) or PM3\(_2\) method, and they are fitted to reproduce the experimental reaction energetics. (See the supporting information for the SRP parameters.)

For the high-level calculations, geometries needed for calculating moments of inertia and force fields needed for calculating vibrational partition functions were obtained by electronic structure calculations. Two consistent sets of calculations are presented for the barrier height, reactant frequencies, and transition state frequencies of each reaction in this chapter, and for two of the reactions we also present another calculation. In the first set of calculations applied to all three reactions, the basis sets used for hydrogen, carbon, and chlorine are Dunning and Wo
t's augmented correlation consistent polarized valence double-\( \zeta \) (aug-cc-pVDZ) sets. For bromine we used Wadt and Hay's effective core potential (ECP) to represent the core electrons, and we used an uncontracted basis set consisting of Wadt and Hay's 3s3p valence basis augmented with a d polarization function set (with exponents 0.384) and diffuse s, p, and d functions (with exponents 0.0635, 0.0459, and 0.128, respectively) for the bromine valence electrons. For iodine we used the effective core potential and basis set denoted as the ECP set in a previous paper, which gives full details. In the rest of this chapter we call the basis sets used in this set of calculations the PDZ+ set.

In the second set of calculations applied to all three reactions, the basis sets used for hydrogen, carbon, and chlorine are Dunning and Wo
t's augmented correlation consistent polarized valence triply-\( \zeta \) (aug-cc-pVTZ) sets without diffuse d and f functions. The basis sets used for bromine and iodine are the same as in the first set of calculations except a set of polarized f functions are added to the valence basis set with exponents 0.60 and 0.52 for bromine and iodine, respectively. In the rest of this paper we call the basis sets used in this set of calculations the PTZ+ set. The number of contracted Gaussian basis functions and primitive Gaussian basis functions in

---


The calculated values of the methyl halide geometries (Table 1) are in good agreement with the values derived from rotational spectroscopy,\(^\text{27}\) in particular the carbon–halogen bond lengths are all within 0.021 Å of the experimental data, the carbon-hydrogen bond lengths are within 0.006 Å for the MP2/PDZ+ calculations and within 0.014 Å for the MP2/PDZ+ calculations.

![Table 1. Calculated Geometries\(^a\) of Reactants and Products (CH\(_3\)Y)](image)

<table>
<thead>
<tr>
<th>R(_{C-Y}), Å</th>
<th>CH(_3)Cl</th>
<th>CH(_3)Br</th>
<th>CH(_3)I</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.797(^a)</td>
<td>1.955</td>
<td>2.146</td>
<td></td>
</tr>
<tr>
<td>1.781(^b)</td>
<td>1.938</td>
<td>2.118</td>
<td></td>
</tr>
<tr>
<td>(1.780)(^c)</td>
<td>(1.936)</td>
<td>(2.139)</td>
<td></td>
</tr>
<tr>
<td>1.096</td>
<td>1.096</td>
<td>1.096</td>
<td></td>
</tr>
<tr>
<td>1.083</td>
<td>1.083</td>
<td>1.083</td>
<td></td>
</tr>
<tr>
<td>(1.097)</td>
<td>(1.090)</td>
<td>(1.092)</td>
<td></td>
</tr>
<tr>
<td>108.51</td>
<td>107.91</td>
<td>107.78</td>
<td></td>
</tr>
<tr>
<td>(107.35)</td>
<td>(107.07)</td>
<td>(106.67)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) All structures have C\(_3\)v symmetry. \(^b\) Upper values calculated at the MP2/PDZ+ level. \(^c\) Lower values calculated at the MP2/PDZ+ level.

The PTZ\(^+\) basis set is 159 and 291 for Cl\(^-\) + CH\(_3\)Br and Cl\(^-\) + CH\(_3\)I and 154 and 196 for Br\(^-\) + CH\(_3\)I, respectively.

All the high-level geometry optimization and frequency calculations include electron correlation, and for the two sets of calculations just discussed, this was carried out at the second-order perturbation theory level of Möller and Plesset (MP2).\(^{27}\) The core electrons were not correlated in any calculation. The transition states were optimized using the eigenvector-following (EF) algorithm.\(^{23}\) The electronic structure calculations were carried out with the GAUSSIAN 92\(^\text{26}\) program on the Cray C90 computer at Minnesota Supercomputer Institute.

Geometry optimization and frequency calculations have also been performed at the MP2 level for all three methyl halides and for the saddle point of Cl\(^-\) + CH\(_3\)Br with the full aug-cc-pVTZ basis set on C, H, and Cl, and with the PTZ\(^+\) set on Br and I augmented by an additional set of f diffuse functions (exponents 0.2 and 0.173 for Br and I, respectively). This basis is denoted PTZ\(^++\) set in the rest of the paper. The detailed geometry and frequency data of this calculation are presented in the supporting information. Calculations were also performed at the MP4\(^\text{27}\) level with the PDZ\(^+\) basis set on the reactants and saddle point of Br\(^-\) + CH\(_3\)I. The geometry data are presented in the supporting information. The PTZ\(^++\) and MP4 calculations serve as a convergence check. Many additional calculations at other levels of electronic structure theory are presented in the supporting information.

Results

Structure and Energetics. Table 1 gives the calculated and experimental\(^{28}\) geometries of the three methyl halides. Table 2 lists the calculated geometries of the transition states of the three reactions. The calculated and experimental\(^{29}\) harmonic vibrational frequencies of the methyl halides are listed in Table 3. The calculated harmonic vibrational frequencies of the transition states are listed in Table 4. Table 5 gives the calculated and experimental\(^{30}\) exoergicities and barrier heights.

In Table 5 the directly calculated classical barrier heights are listed in the “calc” column, and the barrier heights inferred from the experimental values are listed in the “ext” column.

Room Temperature Rates. Table 6 gives the calculated values of \(k_1\), \(k_0\), and \(R^{\text{CUS}}\) at 300 K. It also gives the experimental rate constant \(k\) at 300 K that was used in the empirical determination of the experimental barrier height as explained above.

We calculated the KIEs of all three reactions, and the results are compared with the experimental\(^{31}\) values in Table 7. Table 8 shows the results of a factor analysis of the KIEs at 300 K.

Temperature Dependence of Rates. Figures 2–4 show the temperature dependence of the calculated rate constants and KIEs of the three reactions under study. Figure 5 shows the \(k_0\) and \(k\) for Cl\(^-\) + CH\(_3\)Br as a function of temperature. For the other two reactions, \(k_0\) and \(k\) are almost identical. Results of the factor analysis of the vibrational contributions to the KIEs and the \(R_{\text{cap}}\) in the temperature range 200–1000 K are shown in Figures 6–8.

Discussion

Geometries. The calculated values of the methyl halide geometries (Table 1) are in good agreement with the values derived from rotational spectroscopy;\(^{27}\) in particular the carbon–halogen bond lengths are all within 0.021 Å of the experimental data, the carbon-hydrogen bond lengths are within 0.006 Å for the MP2/PDZ+ calculations and within 0.014 Å for the MP2/PDZ+ calculations.
f bonds in the transition states are shorter by about 0.013-0.014 Å, using the MP2/PTZ+ data. Experimental value from ref 3a.

Barrier Heights (in kcal/mol)
b

<table>
<thead>
<tr>
<th>reaction</th>
<th>ΔE</th>
<th>v*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl – CH3I – Br</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>calc</td>
<td>exper</td>
</tr>
<tr>
<td>Cl – CH3I – Br</td>
<td>1.01</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Cl – CH3Br – I</td>
<td>1.01</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Cl – CH3Br – I</td>
<td>1.01</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Br – CH3I – Br</td>
<td>1.01</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Br – CH3Br – I</td>
<td>1.01</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>0.98</td>
</tr>
</tbody>
</table>

*Upper entry: inferred from experimental rate constants and from MP2/PTZ+ frequencies and moments of inertia. Lower entry: inferred from experimental rate constants and from MP2/PTZ+ frequencies and moments of inertia.

Table 7. Calculated and Experimental Kinetic Isotope Effects (KIEs) at 300 K

<table>
<thead>
<tr>
<th>reaction</th>
<th>Level</th>
<th>ηtrans</th>
<th>ηrec</th>
<th>ηcorr</th>
<th>ηcap</th>
<th>ηmed</th>
<th>ηhigh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl – CH3Br</td>
<td>MP2/PTZ+</td>
<td>1.01</td>
<td>1.23</td>
<td>1.00</td>
<td>0.84</td>
<td>1.18</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>MP4/PTZ+</td>
<td>1.01</td>
<td>1.23</td>
<td>1.00</td>
<td>0.84</td>
<td>1.18</td>
<td>0.74</td>
</tr>
<tr>
<td>Cl – CH3I</td>
<td>MP2/PTZ+</td>
<td>1.01</td>
<td>1.23</td>
<td>1.00</td>
<td>0.84</td>
<td>1.18</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>MP4/PTZ+</td>
<td>1.01</td>
<td>1.23</td>
<td>1.00</td>
<td>0.84</td>
<td>1.18</td>
<td>0.74</td>
</tr>
<tr>
<td>Br – CH3I</td>
<td>MP2/PTZ+</td>
<td>1.01</td>
<td>1.23</td>
<td>1.00</td>
<td>0.84</td>
<td>1.18</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>MP4/PTZ+</td>
<td>1.01</td>
<td>1.23</td>
<td>1.00</td>
<td>0.84</td>
<td>1.18</td>
<td>0.74</td>
</tr>
</tbody>
</table>

*From ref 3b. From ref 3a.

Table 8. Factor*b Analysis of the KIEs at 300 K

<table>
<thead>
<tr>
<th>reaction</th>
<th>Level</th>
<th>ηtrans</th>
<th>ηrec</th>
<th>ηcorr</th>
<th>ηcap</th>
<th>ηmed</th>
<th>ηhigh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl – CH3Br</td>
<td>MP2/PTZ+</td>
<td>1.01</td>
<td>1.23</td>
<td>1.00</td>
<td>0.84</td>
<td>1.18</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>MP4/PTZ+</td>
<td>1.01</td>
<td>1.23</td>
<td>1.00</td>
<td>0.84</td>
<td>1.18</td>
<td>0.74</td>
</tr>
<tr>
<td>Cl – CH3I</td>
<td>MP2/PTZ+</td>
<td>1.01</td>
<td>1.23</td>
<td>1.00</td>
<td>0.84</td>
<td>1.18</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>MP4/PTZ+</td>
<td>1.01</td>
<td>1.23</td>
<td>1.00</td>
<td>0.84</td>
<td>1.18</td>
<td>0.74</td>
</tr>
</tbody>
</table>

*ηrec is unity to three significant figures (1.00) in all calculations. b Low denotes contributions from modes with υ < 300 cm⁻¹; high denotes contributions from modes with υ > 2000 cm⁻¹; and mid denotes the remaining contributions from the middle frequencies.

PTZ+ calculations. (It is our experience that the C–H bond length is always about 0.01–0.015 Å too short at the MP2 level when using the correlation consistent triple-ζ basis set.) The halogen–carbon–hydrogen bond angles are within 1.5° of the experimental data. Table 2 shows that the carbon–hydrogen bonds in the transition states are shorter by about 0.013–0.014 Å than in the reactants in both calculations, and the halogen–carbon–hydrogen bond angles are all close to 90°, i.e., the methyl groups are almost planar in the transition states. For all these reactions, the making C–X bond is 0.54–0.59 Å longer than the product C–X bond, and the breaking C–Y bond is 0.43–0.48 Å longer than the reactant C–Y bond.

**Frequencies.** Table 4 shows excellent convergence of all transition state frequencies with respect to the size of the one-electron basis set. Our earlier modeling, mostly unpublished, led to variations (between various semiempirical SRP models and various levels of ab initio theory) in some of the frequencies (especially υ2 and υ3) by up to a hundred wave numbers, but the convergence in Table 4 is much better than this.

In assessing convergence of electron structure calculations, the reader should keep in mind that two types of convergence are important: size of the one-electron basis set. Our earlier modeling, mostly unpublished, led to variations (between various semiempirical SRP models and various levels of ab initio theory) in some of the frequencies (especially υ2 and υ3) by up to a hundred wave numbers, but the convergence in Table 4 is much better than this.

**Energetics.** The calculated energies of reaction (Table 5) are all close to the experimental values with the differences ranging from 1.7 to 0.4 kcal/mol for the MP2/PTZ+ calculation and from 1.1 to 0.4 kcal/mol for the MP2/PTZ+ calculation.
Reactions \( X^- + CH_3Y \rightarrow CH_3X + Y^- \) (\( X, Y = Cl, Br, I \))

Figure 2. Rate constants (in \( 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \)) and KIEs for \( Cl^- + CH_3Br \) and \( Cl^- + CD_3Br \) reactions as a function of temperature. Results from the calculations using MP2/PTZ+ high-level data were used in plotting all solid curves in Figures 2–8. The dotted line in this figure is \( k_H/k_D \) calculated using MP2/PDZ+ high-level data. Experimental \( k_H \) data from the low-pressure experiments of refs 3c and 27 are also included.

Figure 3. Rate constants (in \( 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \)) and KIEs for \( Cl^- + CH_3I \) and \( Cl^- + CD_3I \) reactions as a function of temperature. The solid curves are all based on the MP2/PTZ+ level. The dotted line is \( k_H/k_D \) calculated using MP2/PDZ+ high-level data.

Figure 4. Rate constants (in \( 10^{-11} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \)) and KIEs for \( Br^- + CH_3I \) and \( Br^- + CD_3I \) reactions as a function of temperature. The solid curves are all based on the MP2/PTZ+ level. The dotted line is \( k_H/k_D \) calculated using MP2/PDZ+ high-level data.

The present calculated and inferred experimental barrier heights for \( Cl^- + CH_3Br \) can be compared to the recent calculations of Wang et al.\(^{(34)}\) with a less extended basis set. They calculated \( V^* = -2.9 \text{ kcal/mol} \) with a combined SY4PP/6-31G* basis set at the Hartree–Fock level, and they calculated \( -6.0 \text{ kcal/mol} \) at the MP4//HF level, where \( X/Y \) means that the energy is calculated at level \( X \) but with the geometry optimized at lower level \( Y \). (Our own calculations in this paper do not employ the // technique; in all cases results at stationary points are based on optimized geometries for the correlation level and basis indicated.) We are in better agreement with previous work for the empirical classical barrier height: Viggiano et al.\(^{(34)}\) estimated \(-1.5 \text{ kcal/mol} \), Wang et al.\(^{(34)}\) estimated \(-2.0 \text{ kcal/mol} \), and the present estimate is \(-1.3 \text{ kcal/mol} \).

Since the calculations reproduce the temperature dependence of the rate constants only within a factor of 1.3 from 300 to 564 K, it is hard to know which temperature is best to use to estimate the Born–Oppenheimer barrier height \( V^* \). As stated


Evis factor is smaller for C1- reactions to the KIE of the Br-...the empirical fitting procedure, the empirical barrier height obtained...increase with pressure conditions in most previous experiments. The experiment...unimolecular decay of the intermediate reactant complex or of the transmission coefficient at the central barrier. Under reasonable additional assumptions, this could imply that either the low-pressure rate constant, the high-pressure one, or both cannot be treated by equilibrium rate theory, and Knighton et al. assumed based on evidence about energy utilization and disposal (see below) and trajectory findings concerning energy randomization in the complex that the low-pressure rates could not be so treated.

Indications of a breakdown of transition state theory are present in the trajectory calculation of Hase and co-workers. Two aspects of these calculations are especially relevant. First the unimolecular decay of ion-dipole complexes showed evidence for incomplete equilibration prior to decomposition. Second, in a finding which is more directly relevant to the present study, they found trajectory recrossing of the central barriers. These findings depend of course on the assumed potential energy surface, whose validity is uncertain. Furthermore the calculations of Hase and co-workers have uncertainties in the definition of the reaction coordinate and the treatment of zero point effects. Thus further tests of the validity of transition state theory are in order, and the kinetic isotope effects discussed in the present paper provide such tests.

Since recent experimental work on energy utilization in S_n2 reactions and energy disposal in the dissociation of ion-dipole complexes has been interpreted in terms of the applicability of statistical rate theories to S_n2 reaction rates, this work also deserves comment here. For example, Viggiano et al. found that when all degrees of freedom are not characterized by a single temperature, the rate constants are not strongly dependent on vibrational energy. This, however, is not directly relevant to the validity of transition state theory because transition state theory makes no prediction about the dependence of bimolecular rate constants on vibrational quantum numbers or translational energy. A similar situation occurs in unimolecular rate theory, and one requires added approximations about exit channel interactions to predict the disposal of the total energy into particular modes, or—by microscopic reversibility—one requires extra assumptions about the interactions of reactants on the way to the transition state to make predictions about the utilization of various forms of energy.

Graul and Bowers have inferred non-RRKM dynamics in the dissociation of metastable ion-dipole complexes. Again it is relevant to note that we cannot infer whether the transition state assumption is valid at a tight activated complex by observation of product energy distributions. Second, we note that it is not necessary for intermediate complexes to show equilibrium behavior for transition state theory to be valid for a low-pressure bimolecular process. A closely related point made by Graul and Bowers is that the internal energy and angular momentum distributions in the relatively long-lived metastable complexes are quite different from those in the nascent collision complexes. Graul and Bowers conclude that the thermal energy kinetics and the S_n2 activation energies are adequately modeled by statistical theories.

KIEs. In all cases, the calculations successfully predict that the kinetic isotope effects are inverse at 300 K (Table 7). For the reactions Cl^- + CH_3Br and Cl^- + CH_3I the calculated values are in reasonable agreement with the experiments, considering the difficulties of the experiments. However, the calculated KIE for the reaction Br^- + CH_3I is quite different from the experimental value, with the calculated value 22-26% higher. In all cases, our calculations predict higher KIEs than the experiment.

It is also noted that in Table 7 the MP2/PTZ+ calculations give slightly higher KIEs than the MP2/PDZ+ calculations for the Cl^- + CH_3Br reaction and give almost the same KIEs (within 1%) for the other two reactions. These tests give us confidence that the calculations are reasonably well converged with respect to the basis set size. The effects of removing diffuse d and f functions from the aug-cc-pVTZ set were checked by performing a calculation on the Cl^- + CH_3Br reaction with the PTZ++ basis set. Compared to the MP2/PTZ+ calculation, the calculated energy of reaction (-6.0 kcal/mol) is 2.6 kcal/mol higher, and the calculated barrier height (-0.7 kcal/mol) is 0.3 kcal/mol higher. The KIE at 300 K obtained is 0.95 compared to 0.94 from the MP2/PTZ+ calculation. Thus it seems that the exclusion of the diffuse d and f functions from the aug-cc-pVTZ basis set does not affect the result significantly.

Since our KIE calculations on the Br^- + CH_3I reaction yield results that are very different from the experimental ones, we

performed an MP4/PDZ+ calculation including geometry optimization and calculation of the vibrational frequencies to check the convergence with respect to the level of electron correlation. Compared to the MP2/PDZ+ calculation, the calculated energy of reaction (−5.0 kcal/mol) is 0.5 kcal/mol higher, and the calculated barrier height is 1.3 kcal/mol lower. The KIE at 300 K obtained is 0.96 compared to 0.93 from the calculated energy of reaction (−5.0 kcal/mol). The discrepancy between the two calculations is very "inverse". In all cases, the variational effects, which are "normal", are 1.23–1.24. While the translational and rotational contributions are not well converged with respect to the size of the one-electron basis set, it is well converged with respect to the level of including correlation. However, since the KIEs are far away from the experimental value when the higher level was used to calculate the frequencies, the discrepancy between theory and experiment is not resolved.

From Table 8 we see that the translational contributions to the KIEs are 1.01 in all three cases, and the rotational contributions are 1.23–1.24. While the translational and rotational contributions are "normal", the vibrational contributions are very "inverse". In all cases, the variational effects, i.e., the differences between the CVT rate constants and the TST rate constants, are found to be less than 4% for $k_1$ in the 200–1000 K temperature range, and the vibrational effects on the KIEs are found to be less than 0.5%. Thus the variational contribution $n_{var}$ in eq 4 is essentially unity in this study. The capture rate contributions are also close to unity. Further analysis shows that the low-frequency-mode and high-frequency-mode contributions are "inverse" and the mid-frequency-mode contribution is "normal", which is consistent with earlier studies.

The inverse effect for high-frequency modes is due to the C–H stretches increasing 100–200 cm$^{-1}$ as one proceeds from the reactants to the transition state. It is noted that the frequencies of the bending modes (except the transitional mode $v_7$) decrease from the reactant to the transition state and this is the reason that the mid-frequency modes give a normal contribution to the KIEs. We see in Table 8 that every factor has a very similar value for all three reactions; these factors can therefore be viewed as typical of this type of gas-phase halide–methyl halide $S_n$2 reaction. It is also noted in Table 8 that the contributions from the mid-frequency modes are well converged, and they are the major differences between different levels of calculations.

Anharmonicity. Since the KIE contributions from the translational and rotational motion can be estimated very accurately, the major uncertainty is from the vibrational contributions. The KIEs are very sensitive to the vibrational frequencies, and therefore anharmonicity could have significant effects on the results. However, in polyatomic systems it is very difficult to estimate anharmonic effects accurately, and the principal (i.e., intra-mode) anharmonicity often affects the partition functions in the opposite direction from the mode–mode coupling. Nevertheless, the anharmonicity in the stretches is easier to deal with than that for the bending modes. In this study, we used two methods to estimate the effects of the anharmonicity of the stretching modes. In the first method, we applied the Morse I model, which calculates the anharmonicity constant from the local dissociation energy and the harmonic frequency, to the four stretches in the systems (three C–H stretches and one C–X stretch for reactant, and three C–H stretches and one X–C–Y quasisymmetric stretch for the transition state). Using this method to estimate stretch anharmonicity, the rate constants at 300 K increase by less than 4.5% and the KIEs increase by less than 2%. The increase in the KIEs results exclusively from the C–H stretches, and this reflects the fact that the anharmonicity decreases the differences in the zero-point energies of these modes between the transition state and the reactant.

In the second method, we used the experimental fundamental and harmonic frequencies to estimate the accurate zero-point energies, within the Morse model, of the three C–H stretching modes in the reactant. Then we replaced the calculated harmonic frequencies of these modes with effective frequencies that yield the correct zero-point energies harmonically, and we scaled the calculated harmonic frequencies of the three C–H stretching modes at the transition state by the ratio of the effective frequency to the calculated harmonic frequency at the reactant. The harmonic model is then used with these effective frequencies for all the modes in the rate constant calculations. This method effectively corrects the treatment of the C–H stretches both for anharmonicity and also for systematic errors in the $ab initio$ harmonic frequencies. These corrections increase the rate constants at 300 K by less than 5.5%, and the KIEs are increased by less than 1.5%.

Since we only corrected the stretches, the above attempts to estimate the effect of anharmonicity treatment are not complete. However, they do show that the anharmonicity of the stretches does not affect the results significantly and does not reduce the disagreement with experiment.

Temperature Dependence of Rates. We now turn our attention to the temperature dependences of the rate constants. Usually the rate constant of a bimolecular reaction increases as temperature increases because an increase in temperature increases the fraction of collisions that have enough energy to overcome the energy barrier. In transition state theory, the positive temperature dependence of the rate constant is primarily due to the exponential term $\exp(-E_a/k_BT)$. However, the gas-phase $S_n$2 reactions studied here have negative barriers (as illustrated in Figure 1, the potential surface has an ion-dipole well in the entrance channel, followed by a saddle point, but the rise from the well to the saddle point is less than the well depth), and the calculated rate constants in Figures 2–4 show negative temperature dependences at lower temperatures, because of the $\exp(-E_a/k_BT)$ term, and negligible (or slightly positive) temperature dependence at higher temperatures, because of the balancing of the $k_BTlh$ and $\exp(-E_a/k_BT)$ terms, with the vibrational partition functions also contributing to the positive temperature dependence. The temperature dependence of $R^{\text{CT}}$ is relatively small for slower reactions, and in the present study it changes by only 2% for the Cl$^{-} + \text{CH}_3\text{Br}$ and Br$^{-} + \text{CH}_3\text{H}$ reactions and by as much as 37% for the faster Cl$^{-} + \text{CD}_3\text{H}$ reaction in the 200–1000 K range. The temperature dependence of the rate constants has been measured only for the reactions of Cl$^{-} + \text{CH}_3\text{Br}$ and CD$\text{D}_3\text{Br}$. Figure 2 shows that the calculated results agree qualitatively with recent experiments in that the temperature dependence of $k_0$ is negative below 500 K and is positive above this temperature.

As seen in Figures 2–4 the rate constants of the Cl$^{-} + \text{CH}_3\text{H}$ reaction show much stronger temperature dependence at lower temperatures than those for the other two reactions because of the more negative barrier, which can be correlated to the larger exothermicity of the reaction (see Table 5). It is interesting to characterize the temperature dependences quantitatively in conventional activation energy language. To do this we fit the rate constants calculated using the MP2/PDZ+ data to the Arrhenius form, $A \exp(-E_a/R/T)$, at two temperatures, $T_1$ and $T_2$. Table 9 gives the resulting $E_a$ values for $T_1 = 300$, $T_2 = 400$ and for $T_1 = 600$, $T_2 = 1000$. For the first pair of temperatures the $E_a$ are all negative. This is apparent in Figures

---

Table 9. Arrhenius Activation Energies

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$T_1$ (K)</th>
<th>$T_2$ (K)</th>
<th>$E_a$ (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl$^-$ + CH$_3$Br</td>
<td>300</td>
<td>400</td>
<td>-0.50</td>
</tr>
<tr>
<td>Cl$^-$ + CD$_3$Br</td>
<td>600</td>
<td>1000</td>
<td>1.04</td>
</tr>
<tr>
<td>Cl$^-$ + CH$_3$I</td>
<td>300</td>
<td>400</td>
<td>-0.52</td>
</tr>
<tr>
<td>Cl$^-$ + CD$_3$I</td>
<td>600</td>
<td>1000</td>
<td>1.00</td>
</tr>
<tr>
<td>Br$^-$ + CH$_3$I</td>
<td>300</td>
<td>400</td>
<td>-1.61</td>
</tr>
<tr>
<td>Br$^-$ + CD$_3$I</td>
<td>600</td>
<td>1000</td>
<td>-0.19</td>
</tr>
</tbody>
</table>

2–4 since in this temperature range the rate constants are all decreasing. For the second pair of temperatures $E_a$ is negative for Cl$^-$ + CH$_3$I and positive for the other two reactions. This can be understood by noting that Cl$^-$ + CH$_3$I has a lower barrier, and the temperature dependence at this temperature range is still dominated by the $\exp(-\frac{V}{k_BT})$ term, while for the other two reactions the temperature dependences are controlled by the $k_BT/\hbar$ term and the vibrational partition functions in this temperature range.

Rabin et al.30 discussed the temperature dependence of the reaction rate in terms of the steric cone of reaction with increasing energy. This would indicate that the temperature dependence has a strong contribution from the doubly degenerate X···C–H bending ($v_7$) partition functions. In this study we find a strong temperature dependence contribution from the partition function of this mode, which is expected for the transitional modes, but this dependence is partially compensated by the bending modes, and, as always, the temperature dependence of the rate constants depends strongly on the barrier height.

Temperature Dependence of KIEs. The calculated KIEs for all these reactions are inverse at all temperatures studied and show a positive temperature dependence. As explained earlier, the temperature dependence is primarily due to the vibrational contribution, which can be further factored into contributions from the low-, mid-, and high-frequency vibrational normal modes. From Figures 6–8 we see that in these three reactions the low-frequency contributions are almost temperature independent, while the mid- and high-frequency contributions show negative and positive temperature dependences, respectively. The capture rate contributions are almost temperature independent (and very close to unity) except for the Cl$^-$ + CH$_3$I reaction at low temperatures. The combined effect is a small positive temperature dependence of the KIEs.

The present KIEs agree qualitatively with the available experimental and previous NDDO-SRP results for the Cl$^-$ + CH$_3$Br as a function of $T$. Compared to the previous NDDO-SRP calculation, the present work gives more reliable geometries and vibrational frequencies for the reactant and the transition state, and this work predicts a smaller change in the KIE (0.91 to 0.95) than does the NDDO-SRP calculation (0.88 to 0.97) from 207 to 564 K. The only experimental measurement of the temperature dependence of the KIEs shows positive temperature dependence but with big uncertainties in the absolute value of KIEs. Experimental data are not available for the other two reactions at temperatures other than 300 K.

Concluding Remarks

We have performed correlated extended-basis-set electronic structure calculations on the reactants and transition states of the gas-phase S$_2$2 reactions Cl$^-$ + CH$_3$Br, Cl$^-$ + CH$_3$I, and Br$^-$ + CH$_3$I. The KIEs are calculated using the canonical unified statistical theory, and they are in reasonably good (but not perfect) agreement with experiment at 300 K for the first two reactions, but not for the Br$^-$ + CH$_3$I reaction. The calculated KIEs are inverse, and this is attributed to the vibrational contributions, in particular, the low- and high-frequency mode contributions. The temperature dependences of the KIEs are also calculated and are in qualitative agreement with available experimental data. The positive temperature dependences of the KIEs are attributed to the combined effect of the mid- and high-frequency mode contributions.

In light of recent work that illustrated nonstatistical aspects of these ion–molecule reactions, the semiquantitative agreement of theory and experiment for the reactions Cl$^-$ + CH$_3$Br and Cl$^-$ + CH$_3$I KIEs might be considered surprisingly good. On the other hand, in light of the general high quantitative predictive ability of variational transition state theory for many other reaction rates, the lack of fully quantitative agreement with experiment for these reactions and the even larger discrepancies for Br$^-$ + CH$_3$I might be considered equally disturbing. More experimental work would be valuable to test the predictions of these theoretical calculations. In particular it is important for our fundamental understanding of this widely studied class of reactions to understand why the calculated kinetic isotope effects are larger than experimental values by up to 26%. Is it due to a breakdown of generalized transition state theory—either associated with the nonstatistical behavior previously pointed out or due to some other aspect of the reactions? Or is it due to slow convergence of the electronic structure calculations, anharmonicity, or the difficulty of the experiments? Time will tell, and we anticipate that this class of reactions will continue to provide the standard for testing our fundamental understanding of gas-phase ion chemistry.

Appendix

In the course of this work, we calculated the kinetic isotope effect by conventional transition state theory with a large number of basis sets at the Hartree–Fock and MP2 levels. These results could be useful to other workers contemplating the treatment of more complicated reactions, and so they are presented in the supporting information.
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